
Neuronal adaptation, the decline over time of neuronal respons-
es during sensory stimulation, is ubiquitous in the brain. Adap-
tation contributes to cortical gain control1, enhances stimulus
discriminability2 and maximizes information transmission by
matching the coding strategy to stimulus statistics3. Studies in
both visual and auditory sensory areas have shown that adapta-
tion is often stimulus-specific2,4–11. For example, neurons in audi-
tory cortex, after having been presented with a repetitive,
single-frequency tone for several minutes, show a specific decrease
in response to subsequent test tones near that frequency8. Simi-
larly, neurons in visual cortex, presented with a high-contrast
‘adapting’ stimulus of a certain orientation, show decreased
responses specifically near that orientation2,6,7.

Studies of such stimulus-specific adaptation (SSA), in both
visual and auditory modalities, usually use one of two experi-
mental approaches. The first is a method that uses long adapt-
ing sequences followed later by test stimuli4–8. This approach
does not mimic natural scenarios particularly well; in natural
sounds, the common background (mimicked by the long adapt-
ing sequence) is often intermixed with rare events (mimicked by
the test stimuli). Furthermore, the common background may
itself be changing over time scales of seconds, requiring fast,
online adaptation. The second approach addresses these con-
cerns by using pairs of stimuli—an adapting stimulus followed
by a test stimulus. By this method, it has been shown that in some
cases SSA can occur rapidly2,9,10.

Several lines of evidence suggest that, in fact, it is natural to
interpret neuronal adaptation in terms of the statistics of the
stimulus ensemble. First, visual neurons can adapt in real time
to the statistical distribution of input stimuli, and this adapta-
tion can serve to maximize information transmission; thus, neu-
ronal adaptation is tightly linked to the notion of optimal neural
coding3. Second, natural acoustic backgrounds are highly vari-
able and change rapidly in a stochastic manner12. Therefore, an
important step in mimicking a naturalistic soundscape scenario
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is to use probabilistic stimuli. Third, the sensitivity of the mam-
malian auditory system to stimulus statistics is exemplified by
the mismatch negativity (MMN)13–29, an auditory potential that
is evoked by rare sounds, and its size depends on the probability
of the rare sounds. The MMN has been localized to the auditory
cortex in humans13–15, monkeys21, cats18–20 and guinea pigs27–29,
and is preattentive, as it is present under anesthesia19,27–29.

In the present study, we used probabilistic stimuli to study
adaptation in the auditory system. Our data, collected from
both cortex and thalamus, provide evidence for a novel form
of SSA that is present in primary auditory cortex but is absent
in the auditory thalamus. This form of SSA is rapid, shows very
high frequency sensitivity (hyperacuity) and is strongly depen-
dent on the statistical properties of the stimulus ensemble. Fur-
thermore, this form of SSA shares a large number of properties
with the MMN, and we therefore propose that it is a neural
correlate of MMN.

RESULTS
To demonstrate SSA in single neurons of cat primary auditory
cortex (Fig. 1a), we used a block containing 800 identical pure-
tone stimuli, randomly intermixed with 20 rarely occurring tones
(10 repetitions each). All 1,000 tones had the same amplitude
and duration. The 20 frequencies were used to assess the influ-
ence of the common ‘adapting’ stimulus on the neuron’s fre-
quency response curve (the number of spikes evoked by a pure
tone stimulus as a function of tone frequency, at a fixed sound
amplitude). A reduction in the responses was observed near the
adapting frequency, together with facilitation at flanking fre-
quencies, a facilitation that was shown in previous studies as
well6,8,9. Thus, common sounds can elicit SSA.

Responses of A1 neurons in an oddball design
To study the specific effect of probability on SSA, two frequencies
were used in an oddball design protocol: tones with a deviant
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(rare) frequency were randomly embedded in blocks of tones at a
standard (common) frequency (Fig. 1b). We manipulated both
the probability of occurrence of the standard/deviant tones
(90/10%, 70/30% and a control 50/50% case) and the normalized
frequency difference (∆f) between the two tones (∆f = 0.37, 0.10,
0.04, defined as ∆f = (f2 – f1)/(f2 × f1)1/2). The two frequencies were
chosen to be in the vicinity of the best frequency of the neurons,
and the amplitudes were relatively high, about 40 dB above min-
imal threshold (Fig. 1c). We used an interstimulus interval (ISI) of
736 ms (onset-to-onset), a tone duration of 230 ms and 400 trials
per block. We recorded responses of single neurons in A1 and the
medial geniculate body (MGB; the main thalamic auditory nucle-
us30) in seven halothane-anesthetized cats.

We measured the responses of A1 neurons to tones of the
same frequency but with varying probability of occurrence 
(Fig. 1d). The responses were strongest to a tone when it was the
deviant (red), and weakest when it was the standard (blue).
Responses in the equiprobable control block (50/50% case, black)
were intermediate. Thus, there was stronger neuronal adaptation
to the standard than to the deviant. This differential adaptation
was more prominent when ∆f was larger (compare the three
90/10% cases, with varying ∆fs) and when the deviant probabil-
ity was smaller (compare the two ∆f = 0.37 cases, with varying
probabilities). To see this effect more clearly, we averaged the
responses to the two frequencies for each probability condition
separately (Fig. 1e and another neuron in Fig. 1f). For both neu-
rons, the response to the same physical stimulus was significant-
ly stronger when it was deviant than when it was standard (t-test,
P < 0.0001), even for the smallest frequency difference 

(∆f = 0.04). In addition to the stimulus-specific component of
the adaptation (the difference between standard and deviant),
there was also a generalized decrease in responses as ∆f decreased.

We computed the mean population responses of A1 neurons,
averaged separately for each probability condition (Fig. 2a), as well
as the population difference signal (DS), the difference between
responses to the deviant and the standard (DS = deviant – stan-
dard; Fig. 2b). The DS was significantly larger than zero (t-test, 
P < 0.0001 in all cases), and it varied systematically with ∆f and
probability: the mean DS magnitude was positively correlated with
∆f (one-way ANOVA grouped by ∆f: F = 16.0, P < 10–6) (post-hoc
t-tests: ∆f = 0.37 versus 0.10, t = 3.86, d.f. = 204, P < 0.0001; 
∆f = 0.10 versus 0.04, t = 2.29, d.f. = 173, P < 0.02). The mean DS
magnitude was negatively correlated with deviant probability
(90/10% versus 70/30%: t = 1.68, d.f. = 127, P < 0.05). The laten-
cy of the DS (Fig. 2f) was negatively correlated with ∆f (one-way
ANOVA grouped by ∆f: F = 7.39, P < 0.001) (post-hoc t-tests: 
∆f = 0.37 versus 0.10, t = 2.36, d.f. = 203, P < 0.01; ∆f = 0.10 versus
0.04, t = 1.67, d.f. = 171, P < 0.05). Moreover, for small ∆f, the
latency of the DS was longer than the latency of the response to
the standard (∆f = 0.37: t = 0.18, d.f. = 98, n.s.; ∆f = 0.10: t = 1.87,
d.f. = 105, P < 0.05; ∆f = 0.04: t = 2.76, d.f. = 66, P < 0.005), so
that SSA was more prominent for sustained responses than for
onset responses of A1 neurons. This extra delay of DS suggests that
intracortical processing contributes to SSA.

As the mean population response is sensitive to the presence of
neurons with high firing rates, we defined normalized stimulus-
specific adaptation indices (SI) for each neuron separately. The 
frequency-specific index SI(fi), where i = 1 or 2, was defined for
each frequency fi as SI(fi) = [d(fi) – s(fi)]/[d(fi) + s(fi)] where d(fi)
and s(fi) are responses to frequency fi when it was deviant and stan-
dard, respectively. The neuron-specific SI was defined as [d(f1) +
d(f2) – s(f1) – s(f2)]/[d(f1) + d(f2) + s(f1) + s(f2)]. Positive SI implies
stronger response to the deviant than to the standard, and indeed
the median neuron-specific SI (Fig. 2c) was significantly larger than
zero for all four stimulus conditions (Sign test, P < 0.05, P < 10–14,
P < 10–6, P < 0.0002, respectively, for the four columns of Fig. 2).

The frequency-specific SI (Fig. 2d) behaved similarly: a sig-
nificantly larger proportion of the data was above the diagonal
(Sign test, P < 0.02, P < 10–17, P < 10–5, P < 0.005, respectively),
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Fig. 1. Stimuli, and examples of single-neuron responses in A1. 
(a) Influence of stimulus-specific adaptation (SSA) on the frequency–
response curve. Thick black line, before adaptation; magenta line, during
adaptation; thin black line, after 30 s of recovery; blue tic mark on x-axis,
adapting frequency (3.33 kHz). (b) The oddball stimuli. Each stimulus set
consisted of three blocks (1–3). In block 1, the lower-frequency tone (f1)
was common (‘standard’) and the higher frequency tone (f2) was rare
(‘deviant’). In block 2, the roles were reversed: f2 was standard, and f1
was deviant. In control block 3, f1 and f2 were mixed with 50/50% prob-
ability. (c) The receptive field of an A1 neuron, with white lines denoting
the frequencies f1 and f2 (for ∆f = 0.10) and the tone amplitude used in
the oddball stimuli: these fall well inside the receptive field. (d) Res-
ponses (peri-stimulus time histogram, PSTH) of the neuron in c to the
oddball stimuli. Shown are responses to the four stimulus sets (columns)
and the two frequencies f1 and f2 (rows). Red lines, responses to deviant;
blue lines, responses to standard; black lines, responses to control
(50/50% probability). Each panel thus represents responses to the same
physical stimulus in different probability contexts. (e) Responses of the
same neuron, averaged over f1 and f2 separately for each probability
condition. The small bars denote spike counts, and a star indicates sig-
nificantly larger responses to the deviant than to the standard (t-test,
one-tailed, P < 0.0001). Scales in d and e are identical. (f) Responses of
another A1 neuron, presented as in e.
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such that SI(f1) + SI(f2) > 0. That the majority of neurons were
above the diagonal indicates that SSA is present at the population
level (Fig. 2e). The left panel shows the effect of adaptation on the
frequency response curve g(f) of a hypothetical neuron. Adapta-
tion that does not change the shape of the curve (stimulus-
insensitive ‘fatigue’) depresses it to αg(f) if f1 is the standard or to
βg(f) if f2 is the standard, with 1 > α > β due to the higher firing
rate in the latter case. Addition of SSA causes a specific dip around
the adapting frequency (thin lines) and shifts the adaptation
indices for this cell from the diagonal of the SI(f2)-versus-SI(f1)
plot (Fig. 2e, right panel) to a location above the diagonal. Note
that, as shown in this example, the presence of SSA does not nec-
essarily lead to a location in the upper right quadrant of the plot:
this depends on the position of the two frequencies in relation to
the shape of the frequency response curve. However, SSA neces-
sarily leads to a location above the diagonal, as shown by the fol-
lowing calculation. By definition, SI(f1) = [d(f1) – s(f1)]/[d(f1) +
s(f1)], so for stimulus-insensitive adaptation we can substitute as
follows: SInoSSA(f1) = [(β − α) g(f1)] / [(β + α) g(f1)] = (β − α)/
(β + α). And similarly, SInoSSA(f2) = [(α − β) g(f2)]/[(α + β) g(f2)]
= (α − β)/(α + β). Summing the two, we obtain SInoSSA(f1) +
SInoSSA(f2) = 0, which is the diagonal on the plot of SI(f2) ver-
sus SI(f1). Addition of SSA increases the differences between the
two curves, yielding SISSA(f1) and SISSA(f2) such that SISSA(f1) >
SInoSSA(f1) and SISSA(f2) > SInoSSA(f2). Therefore when SSA is
present, SISSA(f1) + SISSA(f2) > 0, which are locations above the
diagonal.

To study the dynamics of SSA, we computed the average pop-
ulation spike count versus trial number for the 90/10% proba-
bility, ∆f = 0.37 (Fig. 2g). The initial responses to the standard
and deviant stimuli were similar because the average was taken
over identical frequency sets. However, the response to the stan-
dard underwent a fast and substantial adaptation (decreased by a
factor of 1.54 after the very first trial), whereas the response to
the deviant did not adapt.

The effects of stimulus probability described here could per-
haps be explained by a simple model in which the responses at
each trial are affected only by the immediately preceding stimu-
lus, and the accumulation of such single-trial effects creates the
observed time course. We tested such a model, and found that
the data was not explained satisfactorily on the basis of the imme-

diately preceding stimulus (data not shown).
To further study the influence of context on this SSA, we com-

puted indices that compare for each neuron its frequency
response curve with the responses to the standard and deviant
tones from the oddball blocks, for all three ∆f values at the
90/10% probability (Fig. 2h; Methods). Note that a deviant tone
in the oddball blocks is presented within a context of a repetitive
standard tone, whereas this same deviant tone in the frequency
response curve (where it appears with a probability of 5%) is pre-
sented within a context of a large number of tones at different
frequencies. For large ∆f, the responses to a deviant tone were
significantly stronger than the responses to a tone of the same
frequency presented within the context of a large number of
equiprobable tones (t-test for the six red points in Fig. 2h: 
P < 0.01, n.s., n.s., n.s., n.s. and P < 0.01, respectively). In con-
trast, there was no significant difference for standard tones for
any of the frequencies. This result indicates again that a standard-
deviant mixture can elicit SSA.

Frequency resolution by A1 neurons
Our results suggest that SSA may improve the capacity of neu-
rons to discriminate between tones of slightly different fre-
quencies in a probability-dependent manner. To test this
possibility, we estimated the degree to which neurons could dis-
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Fig. 2. Population analysis for A1 neurons. (a) Population PSTHs. 
(b) The difference signal (DS) between the population PSTHs for
deviant and standard: DS = deviant –standard. (c) Histogram of the 
neuron-specific SI for all neurons. The number of neurons with SI > 0
(deviant stronger than standard on average) and SI < 0 is shown. 
(d) Scatterplot of SI(f2) versus SI(f1) for all neurons, with the number of
dots above and below the diagonal. (e) Left, schematic frequency
response curve of a hypothetical neuron, undergoing either stimulus-
insensitive adaptation (‘fatigue’, thick lines) or SSA (thin lines). Right,
plot of SI(f2) versus SI(f1) for stimulus-insensitive adaptation (filled cir-
cle) and for SSA (open square). (f) A high-resolution plot of the initial
portion of DS, showing DS dependence on ∆f (for 90/10%). Blue ticks
are latency of the population response to the standard (12, 13 and 
16 ms for ∆f = 0.37, 0.10 and 0.04, respectively). (g) Time course of
adaptation for the standard and deviant stimuli: average population spike
count versus serial trial number, for 90/10%, ∆f = 0.37. (h) Population
comparison of the frequency response curve with the responses to the
deviant (red) and to the standard (blue); see Methods. The six frequen-
cies represent the three ∆f values, in pairs (for example, ∆f = 0.37 for
two outermost points). Error bars, population mean ± s.e.m. The num-
ber of neurons here was smaller than in c, as only neurons that had fre-
quency response curve data were included here.
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criminate between frequencies f1 and f2 under different adapta-
tion conditions. Discriminability was expressed as the estimated
percent correct identification of frequency by each neuron using
single-trial spike counts, computed using a standard technique
from signal detection theory (Methods). The discriminability
of rare versus common sounds (90/10%) was significantly better
than that of equiprobable sounds (50/50%) for all ∆f values, even
for the smallest ∆f (Fig. 3a–c; Sign test, P < 10–15, P < 10–11 and
P < 10–5 for ∆f = 0.37, 0.10 and 0.04, respectively). For each 
∆f value and each probability condition separately, we selected
for further analysis the population of most sensitive neurons
(10% of neurons with highest discriminability). For ∆f = 0.37,
the frequency discriminability by these neurons improved from
94% (for the 50/50% probability condition) to 100% (for
90/10% probability) on average (t-test, P < 0.02). For ∆f = 0.10,
it improved from 71% to 85% (t-test, P < 10–4), and for 
∆f = 0.04, it improved from 63% to 66% (t-test, n.s). The psy-
chometric curves that summarize these results (Fig. 3d) cross
the discriminability threshold (75% correct discrimination) at
∆f = 0.068 ± 0.006 for the 90/10% probability condition and at
∆f = 0.145 ± 0.018 for the 50/50% probability condition. The
point of crossing defines the frequency resolution by these neu-
rons. Thus, the population of most sensitive neurons improved
its frequency resolution by a factor of 2.1 when exposed to rare
sounds as opposed to equiprobable ones.

Additional properties of cortical SSA
After we identified this SSA for frequency deviants that is sensi-
tive to stimulus statistics and has a very high-frequency resolu-
tion, two more questions arose. What is the temporal window of
this SSA? Can this SSA be elicited by other acoustic parameters?

To further study the time course of SSA, we varied the inter-
stimulus interval (ISI) between 375 and 4,000 ms (Fig. 4a) for
90/10% probability and ∆f = 0.10. Results from well-separated
single units and from multiunit clusters were reasonably similar.
SSA decreased for long ISIs, and the DS was significantly larger
than zero only at ISIs of 375 and 1,000 ms (t-test for DS > 0: 
P < 10–15, P < 10–6, n.s., n.s., respectively, for ISIs of 375, 1,000,
2,000 and 4,000 ms). In contrast, the number of multiunit clusters
with SI(f1) + SI(f2) > 0 was still significantly larger than expect-

ed even at an ISI of 2,000 ms (Sign test, P < 10–5, P < 0.001, 
P < 0.01, n.s, respectively, for the four ISIs). Neither test was sig-
nificant at the 4,000-ms ISI. This temporal window raises the pos-
sibility that depressing synapses31 whose longest time course of
recovery is about 1,500 ms31 may contribute to this form of SSA.

To study SSA for other acoustic parameters, we collected data
for deviants and standards that differed by amplitude rather than
by frequency (Fig. 4b and c). We presented a block in which the
strong tone was the standard and the weak tone was the deviant,
and another block where their roles were reversed (90/10%,
amplitude difference of 16 dB, mean amplitude ∼ 40 dB above
minimal threshold). SSA was clearly present (t-test for DS > 0:
P < 10–13; Sign test for SI(Amp1) + SI(Amp2) > 0 (multiunits):
P < 0.001). Thus, SSA in primary auditory cortex can be elicit-
ed by amplitude deviants, in addition to frequency deviants.

Responses of thalamic neurons
To test a possible subcortical origin of this SSA, we recorded from
neurons in MGB using frequency deviants (90/10%, ∆f = 0.10
condition). Individual MGB neurons showed very little SSA 
(Fig. 5a and b). The mean SI was not significantly different from
zero (Fig. 5c; Sign test, n.s.), and the scatterplot of SI(f2) versus
SI(f1) was approximately equally distributed above and below the
diagonal (Fig. 5d; Sign test, n.s). Thus, at a parameter range in
which SSA is very prominent in auditory cortex, SSA was not
present in the thalamus. Therefore, this form of SSA seems to be
generated at the level of the thalamocortical synapse or higher.

DISCUSSION
In this work, we studied adaptation to probabilistic stimuli in
the auditory system. We identified a form of adaptation that is
present in single neurons in A1 but not in the MGB: it is 
stimulus-specific, very rapid (starts to develop within one trial),
highly sensitive to stimulus statistics and has long latency, sug-
gesting that intra-cortical processing contributes to this SSA.
Such sensitivity to stimulus statistics is reported here for the
first time in the auditory system, and we believe it may under-
lie auditory novelty detection.

SSA has previously been shown in various forms in the audi-
tory system8–11, but the specific form that we describe here differs
in many respects. First, this SSA is cortical: we show that it is
absent in the MGB, whereas previous studies indicate that some
forms of SSA exist already at the level of the inferior colliculus
(IC), the input station to the MGB9,11. This difference is proba-
bly due, in part, to the different stimulation protocol used: the
IC studies9,11 used either long tones without pauses between
adapting and test stimuli (continuous frequency glides, ampli-
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tude ramps or step instantaneous transitions were used) or tones
with very short (100 ms) pauses. In such stimulation protocols,
the test stimulus does not evoke much activity in A1: glide stim-
uli9 usually elicit substantial responses in A1 only when the initial
frequency is outside the neuron frequency area and the glide is
toward the best frequency. In this case, a short burst may occur
when the glide crosses the border of the frequency tuning curve32,
and it is impossible to assign a response to the final test frequen-
cy. In addition, tone pairs with short pauses are known to result
in strong forward masking33,34. In either case, it is difficult to
interpret the resulting activity patterns in A1 purely in terms of
SSA. In the present study, SSA was shown for inter-tone pauses
longer than 1,700 ms (ISI of 2,000 ms), much longer than the
effects of forward masking in A133,34. In fact, we believe that the
differences between our results and the IC studies suggest the
existence of two distinct mechanisms of SSA.

A second characteristic of the SSA shown here is its fast time
course. In previous studies that also used long pauses8, SSA devel-
oped over the course of minutes, whereas we found here SSA that
develops within seconds. These differences in time course may
be related to the finding from the visual system that the time
course of adaptation scales with the time course of the stimulus3.

The present form of SSA also has exquisite frequency resolu-
tion: it develops even for adapting stimuli that are extremely close
to the test stimuli (for example, ∆f = 0.04). In previous studies
of SSA, such sensitivity was either not tested9,11 or was tested
mostly in multiunit clusters rather than in single neurons8.

We interpret the results of this and previous studies as sug-
gesting the existence of at least two distinct forms of SSA. One

form of SSA is present at subcortical stations (most notably in
paralemniscal ‘belt’ areas, such as ICx)9, probably has relatively
coarse stimulus specificity and requires continuous stimulus pre-
sentation or very short time gaps between stimuli. The other form
of SSA, shown here, appears only at the cortical level, has a long
latency concordant with cortical processing, and has a long mem-
ory (present for interstimulus gaps >1,700 ms). In addition, this
form of SSA has very high stimulus specificity.

A neuronal correlate of mismatch negativity
This form of SSA in A1 neurons strongly resembles an impor-
tant component of auditory event-related potentials (ERPs), the
mismatch negativity (MMN)13–29. MMN has been extensively
studied in relation to novelty detection13 and sensory memo-
ry13–16, and under various clinical conditions such as schizo-
phrenia24, dyslexia25 and neglect26. Although MMN is one of the
most widely studied cortical ERPs, we are not aware of any report
on a single-neuron correlate of MMN.

MMN is measured in an oddball design protocol, and is
defined as the difference between the ERPs for the deviant and
the standard. MMN is thus similar to the DS described here 
(Fig. 2b). Additional similarities are that the main cortical gen-
erator of MMN is localized to the vicinity of the auditory cortex
in humans13–15, monkeys21 and cats18–20. Moreover, MMN can-
not be abolished by manipulating attention13; it exists in sleeping
cats and in cats under deep anesthesia18,19, as well as in anes-
thetized guinea pigs27–29 and even in humans with coma23. Thus,
MMN is truly preattentive13. As MMN has previously been
shown to exist under the deep anesthetic pentobarbital in cats19
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and under ketamine in guinea pigs27–29, we could safely assume
the existence of MMN under the rather light halothane anesthe-
sia used in the current study.

MMN and the difference signal (DS) studied here share many
properties (Fig. 2). First, the magnitudes of MMN13,14,18,22 and
DS (Fig. 2b and f) are both positively correlated with ∆f but neg-
atively correlated with the probability of deviant. Second, both
MMN16 and DS (Fig. 2h) exist when comparing the responses
to a deviant tone in a block containing a single standard, with
responses to the same tone in a block containing many equiprob-
able tones. This latter property is considered an important con-
trol for MMN16. The temporal dynamics of MMN and DS are
also similar: (i) the latencies of both MMN13,14,22 and DS 
(Fig. 2f) are negatively correlated with ∆f, (ii) for small ∆f, both
MMN13,15 and DS (Fig. 2f) have a longer latency than the
responses to the standard, (iii) the magnitude of both MMN13

and DS (Fig. 2g, the difference of the curves) is zero initially but
increases with trial number, and (iv) the magnitude of both
MMN13 and DS (Fig. 4a) decreases for long ISIs. Finally, both
MMN13 and DS (Fig. 4b) exist for amplitude deviants.

The idea that neuronal adaptation may account for MMN has
been raised previously13,22, and our results provide the first direct
evidence that neuronal adaptation has the right properties to
account for MMN. Our comparison between MMN and DS sug-
gests that a specific kind of adaptation, namely SSA in single audi-
tory cortex neurons, may underlie cortical MMN.

MMN is not limited to frequency and amplitude deviants or
to an A1 origin. It also exist for other kinds of deviants (such as
location and duration)13, and it is present in other auditory cor-
tex fields20,28,29, such as A220, and may perhaps even be stronger
there than in A120,28,29. We therefore predict that a similar form
of SSA should be present in other auditory cortex fields and for
other kinds of deviants, and that this SSA should behave simi-
larly to MMN. This prediction remains to be tested, but some
supporting evidence already exists: a form of SSA has been found
in auditory cortex for interaural phase disparity10, which is a cue
for auditory localization. In addition, a form of SSA has been
shown in both of the two major tonotopic fields of guinea pig

auditory cortex8, although with a much longer time course than
the SSA described here. In fact, we believe that MMN, as record-
ed by surface electrodes, is the sum of many SSA processes occur-
ring throughout all auditory cortex fields.

A previous attempt to localize the distribution of MMN
sources within the auditory system was done in a series of stud-
ies in the guinea pig27–29. In these studies, local field potentials
were recorded, and therefore MMN was measured directly. The
conclusions of these studies were somewhat different from ours:
MMN was found in paralemniscal belt regions of the MGB of
guinea pigs, but not in its lemniscal core27,29. These studies also
failed to identify MMN with epidural electrodes directly above
A1 of guinea pigs, and concluded that MMN is a result of pro-
cessing in the belt areas of the auditory forebrain28,29.

The reasons for these differences are unclear. Species differ-
ence could play a role. Indeed, in contrast to the results in guinea
pigs, MMN was shown (using intracortical21 or epidural18 elec-
trodes) to exist within A1 of monkeys21 and cats18; similar dif-
ferences between guinea pigs and cats may occur in MGB.
Differences in the stimulation parameters could also contribute.
Another source of possible difference is the ketamine anesthesia
used with the guinea pigs. In addition, the relationships between
single-neuron events and evoked potentials are complex and not
well understood. It could well be that the neural events leading
to MMN in guinea pigs occur not only outside A1 but in A1 as
well, but that because of geometrical and timing considerations,
the evoked potential component appears only outside A1.

Most importantly, however, our single-neuron data positive-
ly show that neurons in A1 of cats are exquisitely sensitive to small
changes in stimulus parameters in an oddball paradigm, and
therefore the neural events that could give rise to MMN are prob-
ably present already in A1. Our results in MGB at the very least
show that processing within A1 is centrally involved in SSA, and
therefore presumably also in the generation of MMN.

Hyperacuity in single A1 neurons
An interesting aspect of the SSA shown here is that under odd-
ball conditions (90/10% probability), the frequency resolution
of neurons in A1 can be as small as ∆f = 0.068, and moreover,
stimulus probability affects discriminability even for ∆f = 0.04
(Fig. 3c). This ∆f is an order of magnitude smaller than the tun-
ing width of A1 neurons, more than 90% of which have tuning
width corresponding to ∆f > 0.7 at the amplitude tested 
(D. Farkas and I.N., unpub. data). Moreover, this ∆f is also an
order of magnitude smaller than the tuning width of auditory
peripheral neurons: in the auditory nerve, most fibers have tun-
ing width corresponding to ∆f > 0.7 at the amplitude tested, and
about 90% of fibers have tuning width corresponding to ∆f > 0.4
(ref. 35). These results constitute a form of neuronal hyperacuity.
Psychophysical hyperacuity to frequency difference is well doc-
umented and is often explained by population averaging36,37.
Indeed, hyperacuity has previously been shown at the level of
neuronal populations (multiunit clusters)8. Here it is shown at
the level of single neurons.

Psychophysical studies in humans show that the average fre-
quency discrimination threshold is between 2% and 4% for nor-
mal untrained subjects38,39, although highly trained subjects can
discriminate frequencies down to ∼ 0.5%. Psychophysical stud-
ies in cats40 show average frequency discrimination thresholds
of 2–10%. Thus, the most sensitive single neurons in our popu-
lation responded at a similar sensitivity as trained cats and at
nearly the same sensitivity as untrained humans.

In summary, we report four main findings here. First, audi-
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tory cortex neurons respond more strongly to a rare sound than
to the same sound when common, as a result of stimulus-
specific adaptation (SSA). This was shown for both frequency
and amplitude deviants, and we expect that the same will be true
for other acoustic parameters. This form of SSA was extremely
rapid and had high parameter sensitivity, as shown by its hyper-
acuity for frequency deviants. Second, frequency discrimination
by auditory cortex neurons is better when processing deviant fre-
quencies, as compared to equiprobable ones. We therefore pre-
dict that behavioral frequency discrimination by human or
animal subjects should also be better for rare sounds. Third, the
origin of this form of SSA for frequency deviants is above the
thalamus, with a probable contribution of intracortical process-
ing. We hypothesize a supra-thalamic origin of such SSA for other
acoustic deviants, especially when the differences between the
common and rare sounds are small. And fourth, we suggest that
this SSA is a single-neuron correlate of an important cortical
evoked potential, the MMN. In fact, this relationship between
MMN (which is implicated in sensory memory) and SSA sug-
gests that SSA in single cortical neurons may be a neuronal cor-
relate of sensory memory. Thus, our results shed light on the
relationships between single-neuron activity and cortical evoked
potentials that are used to study higher brain functions.

METHODS
Electrophysiology and stimulus presentation. Anesthesia was induced
by ketamine and xylazine and maintained with halothane (0.25–1.25% as
needed) using standard protocols authorized by the committee for animal
care and ethics of the Hebrew University – Hadassah Medical School12,41.
Anesthesia level was monitored by direct measurement of blood pres-
sure (kept around 100 mmHg). During data acquisition, the halothane
level could usually be maintained at its minimum, and the animals were
sufficiently anesthetized so that they did not resist the respirator and did
not have to be paralyzed. Single neurons were recorded using up to four
glass-coated tungsten microelectrodes, and were spike-sorted either
online (MSD, Alpha-Omega, Nazareth Illit, Israel: template-based sort-
ing) or offline under manual control (in-house sorting program, using
principal component analysis of spike shapes). Recordings were made in
primary auditory cortex (A1, 5 cats), in auditory thalamus (MGB, 1 cat)
and in A1 and MGB simultaneously (1 cat). Thalamic recordings were
done in all major subdivisions of the MGB. Neurons were selected for
analysis if they were well-separated, had significant auditory responses
(t-test, P < 0.05) and had stable spontaneous firing rate. A total of 158
neurons from A1 and 27 neurons from MGB are analyzed here. The data
for the dependence on ISI and the SSA for amplitude deviants (Fig. 4)
consist of an additional set of 10 well-separated neurons and 52 multi-
unit clusters collected in one animal.

Stimuli were pure tones generated digitally (Tucker-Davis Technolo-
gies, Alachua, Florida: AP2), converted to analog (Tucker-Davis: DA3-
4) and presented to the animal through sealed, calibrated earphones
(designed by G. Sokolich). For the oddball stimuli, tone frequencies were
chosen close to the best frequency of the neuron and were centered on a
fixed value for each neuron, for all three ∆fs (so that (f2 × f1)1/2 was held
constant). Stimulus amplitude was relatively high (about 40 dB above
minimal threshold) and was held constant for all the stimuli presented
to a given neuron. The probability of appearance of standard/deviant
and the frequency difference (∆f) were manipulated. The tone sequences
in each block were generated as a random permutation of the total num-
ber of stimuli in the block. Although this precluded complete serial inde-
pendence between successive choices of tone frequencies, the constraint
of a fixed number of stimuli was important mostly toward the end of
each block, whereas the effects that we describe are extremely fast and
occur at the beginning of each block, where the serial independence
approximation is good.

∆f was defined as (f2 – f1)/(f2 × f1)1/2. The following parameters were
held constant for all neurons: number of tones per block (400), rise/fall
times (a linear 10-ms ramp) and tone duration (230 ms). The main data

were collected at an interstimulus interval (ISI)of 736 ms, onset-to-onset.
To collect data on the influence of ISI (Fig. 4a), we varied those intervals
and also used 200 tones per block for intervals of 1,000 ms and higher.
Frequency–response curves (as in Fig. 1a) were measured using 20 fre-
quencies spanning about 1 octave centered approximately at the same
center frequency as the oddball stimuli. Each frequency was presented
ten times in a pseudo-random order. The stimulus amplitude, rise/fall
times, tone duration and interstimulus interval were identical to those
used in the main experiment. The same stimulus parameters were used
also for the experiment on amplitude deviants (Fig. 4b and c). For mea-
suring the full frequency response areas of neurons (Fig. 1c), we used
randomly presented tones, with 45 frequencies and 8 amplitudes.

Data analysis. Spike counts were measured in a window of 330 ms, start-
ing at stimulus onset and ending 100 ms after stimulus offset. PSTHs
were smoothed with a 10-ms Hamming window for display only, but
analyses were done without smoothing. Population PSTHs (Figs. 2a, 4a
and b, 5b) were computed as the 5% trimmed mean of single-neuron
PSTHs, without prior normalization. An approximately equal number
of neurons were tested with 70/30% probabilities and 65/35% proba-
bilities: these data were pooled together. We defined normalized 
stimulus-specific adaptation indices (SI, Fig. 2d) for each frequency as
SI(fi) = [d(fi) – s(fi)]/[d(fi) + s(fi)] (i = 1,2), where d(fi) and s(fi) are
responses to frequency fi when it was deviant and standard, respective-
ly. The neuron-specific SI (Fig. 2c) was defined as [d(f1) + d(f2) – s(f1) –
s(f2)]/[d(f1) + d(f2) + s(f1) + s(f2)]. For the time course of SSA (Fig. 2g),
the responses to the 360 standard and 40 deviant trials were combined by
their order of presentation in the sequence, and then plotted at their
original (400 trials long) time scale. To compare the frequency response
curves with the oddball data (Fig. 2h), we computed for each neuron
normalized indices: (d – frc)/(d + frc) for the deviant and (s – frc)/(s +
frc) for the standard, where d, s and frc are the spike counts for the
deviant (d), standard (s) and the frequency response curve (frc) at the
same frequency. The value of frc was computed at the exact frequencies
of the oddball stimuli using cubic spline interpolation of the frequen-
cy response curve. The figure shows population averages of these data.

The latency of the difference signal (DS, Fig. 2f) was defined as the
time when the DS crossed the following threshold: 0.3*Max(DS) +
2.5*std(DS(spontaneous)) (note that the DS baseline was around 0). The
DS was smoothed with a three-point Hamming window before thresh-
olding. The latency of the responses to the standard was similarly defined.

To compute the frequency discriminability by neurons (Fig. 3), we
used the distributions of spike-count data of each neuron. For each fre-
quency pair (f1, f2), we constructed a receiver operating characteristic
(ROC) curve42 based on the appropriate pair of spike-count distribu-
tions. The percentage of correct responses was computed as the area
under the ROC curve42; this is the probability with which an ideal observ-
er would identify the correct frequency on the basis of spike counts. For
the y-axes (90/10% data, Fig. 3a–c), we took the larger of the two per-
centage values from the two blocks (Fig. 1b, blocks 1 and 2).

Statistical tests were considered significant when P < 0.05, except where
multiple points were tested (Fig. 2h, we used P < 0.01).
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